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Performance Investigation on Elevation Cascaded Digital Beamforming
for Multidimensional Waveform Encoding SAR Imaging
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Abstract: An important issue in a Synthetic Aperture Radar (SAR) system employing Multidimensional Wave-
form Encoding (MWE) is the fulfillments of Digital BeamForming (DBF) on receive in elevation for a reliable
separation of the mutually overlapped echoes from multiple transmit waveforms. In this paper, the perfor-
mance of a separation approach employing hybrid DBF in elevation by combining the onboard real-time beam-
steering and a posteriori null-steering DBF on the ground is elaborately investigated. As a cascaded structure
which comprises two subsequent DBF networks, the onboard part effectuates the steering of the mainlobes
within multiple partitioned groups of antenna elements to ensure sufficient signal receive gain over the whole
swath; the a posteriori adaptive DBF network on the ground mainly performs the task of placing nulls to can-
cel the range interference from other transmit waveforms, which enables adaptive beamforming to avoid the to-
pographic height variation problem. Two type of onboard realtime beamformers are investigated, depending on
the utilization of the transmit waveform structure information or not. The performance of the hybrid DBF ap-
proach is theoretically analyzed and evaluated in simulation experiment. It is shown that the hybrid DBF ap-
proach can provide additional dimensions of the trade-space to optimize the performance on range ambiguity
suppression and signal-to-noise ratio improvement, as well as the onboard data volume reduction. In comparison
with the a posteriori DBF on the ground, employing the hybrid DBF networks can get satisfactory perfor-
mance while remarkably reducing the output data volume, in the presented example, the corresponding output
channel number is decreased from 10 to 6.
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1 Introduction

Synthetic Aperture Radar (SAR) is a well-
proven imaging technique for remote sensing!!l.
However, conventional spaceborne SAR systems
are not capable of fulfilling the increasing de-
mands for improved spatial resolution and wider
swath coverage, due to the inherent limitation im-
posed by range and azimuth ambiguities!" */. This
motivated the development of new radar tech-
niques to overcome the classical limitation. A
promising technique among them is Digital Beam-
Forming (DBF) on receive®?| where the receive
antenna is split into multiple subapertures in azi-
muth direction. The additional information filled
in the data space collected by these receive aper-
tures will be used to reconstruct unambiguous
SAR signal without a reduction of the imaged
area.

As a natural and important complement to
DBF on receive, the innovative concept of Multi-
dimensional Waveform Encoding (MWE) on
transmit was advocated* . MWE is a new digital
beamforming technique on transmit utilizing mul-
tiple transmitters, which is closely tied up with
the concept of Multiple-Input—Multiple-Output
(MIMO) SARP ', In combination with 2-dimen-
sional DBF on receive with multiple receivers, a
multi-transmit and multi-receive architecture,
also known as MIMO, is formed which employs a
novel fully active DBF technique utilizing the full
area of the same antenna aperture for both trans-
mission and reception with a wide scene illumina-
tion!*!1,

One of the innovative characteristics of the
multichannel receiver in MWE-SAR system is
that besides the Degrees Of Freedom (DOF)
provided by multiple channels in azimuth dimen-
sion, there are also additional DOF's provided by
multiple elevation channels!'!). The additional
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DOFs in elevation then can be exploited with the
MWE technique to realize waveform diversity in
space-time domain and collecting more new in-
formation about the object space. Therefore,
MWE SARs are promising for HRWS imaging or
even fully polarimetric SAR with HRWS imaging
ability®11"1618] - Another major benefit of multiple
subapertures in elevation is the ability to in-
crease the receive power, like the case of DBF-
SAR system!! 2,

An important issue in a MWE-SAR system is
the fulfillment of DBF on receive in elevation for
a reliable separation of the mutually overlapped
echoes from different transmit waveforms, accor-
ding to their different Directions Of Arrival
(DOA)P 12 at the same arrival instant. In
Ref. [6,7], a new separation approach for MWE
SAR was suggested, implemented by an onboard
Advanced Null-Steering (ANS) beamformer. By
using the multi-channel data collected by all an-
tenna elements/subapertures from the full an-
tenna area in elevation dimension, multiple real-
time narrow receive beams with well-designed
nulls are formed in parallel on the satellite. Each
receive beam is responsible to separate one of the
transmit waveform echo: it not only tracks echo
from one transmit waveform as it travels on the
ground by directing the high-gain beam to the
varying direction of the echo arrival, but also
totally rejects interferences from other directions
corresponding to the rest of transmit waveform
echoes by time-varying null steering. In the best
scenario, the onboard ANS beamformer could
achieve the goal of echo separation satisfactorily:
it receives echo from one transmit waveform with
high receive gain due to the full receive aperture
in elevation (in analogy to the onboard DBF pro-
cess called scanning on receive, i.e. SCORER?!??

for a DBF-SAR system), as well as deeply sup-
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presses echoes from all other transmit waveforms.
In the meantime, the huge data volume before
beamforming, which is multiplied by the large
number of receive elements/channels in elevation,
is maximally reduced!”: the output channel num-
ber in elevation after the onboard real-time DBF
is only the number of transmit waveforms.
However, due to the limited digital resources on-
board the satellite, the real-time beamformer is
normally a deterministic one (non-adaptive
beam/null steering) for the non-range-com-
pressed raw data and the expected ideal perfor-
mance could be largely deteriorated.

The principle problem of this full real-time
deterministic DBF process is caused by the varia-
tion of topographic height!!l. The time-varying
steering angle is normally pre-determined using a
simplified Earth geometric model, e.g. an ellip-
soid Earth model®®" or further modified accor-
ding to the local average topographic height.
However, under model-mismatch conditions in
presence of topographic height variations, erro-
neous steering of the full-aperture focused sharp
main beam and deep nulls will result in a re-
duced signal gain and insufficient interference
suppression!!. The insufficiently suppressed inter-
ference will introduce residual range ambiguities
in SAR image. On the whole, it means a deterio-
ration of system performance on SNR (signal-to-
noise ratio) and Range Ambiguity-to-Signal Ra-
tio (RASR), which can greatly affect the quality
of the achieved SAR images. Since the antenna
pattern near null is rather steep, the loss on inter-
ference suppression will be much more severe and
may be unacceptablel®. Improved onboard adap-
tive beam/null steering approaches are suggested
for MWE-SAR or DBF-SAR systems®!, but they
will hugely increase digital resources for space-
borne SAR.

Another concern on the real-time ANS-beam-
former is the Pulse Extension Loss (PEL) effect™ !,
The ground area contributing to the echo at any
instance of time is referred to as the pulse

extent!?!

, it depends on the pulse duration and
travels predictably on the ground under a given

geometry. However, the time-varying beam and

nulls are normally precisely designed to point to
the center of pulse extent of the transmit wave-
forms at a given time. Since ANS-beamformer
uses all the channels in elevation to form a sharp
high-gain receive beam, then when a narrow beam
is steered toward a long pulse extent, the beam
shape (spatial filtering) may affect the signal
(chirp) spectrum and introduce SNR losses. For
the null-steering interference suppression, since
normally deep nulls only correspond to spatial
“points” in spatial filtering rather than “extents”,
it becomes evident that the resulting RASR loss
may be more obvious. By assuming for the trans-
mit signal a chirp with linear frequency modula-
tion, frequency-dispersive beamforming can miti-
gate the effect of the pulse extension®”??. Under a
linear approximation on steering angle vs. target
delay, the ANS-beamformer implements a fre-
quency-dependent beam steering using an embed-
ded real-time FIR filter”. A constant time delay
can be implemented using the embedded FIR fil-
ter without much resource occupation™!. Rather
than the normal purpose of removing frequency
dispersion in a broadband beamforming®”, here
the introduced time delay is to “make” the de-
sired frequency dispersion to mitigate the PEL ef-
fect. However, since some essential approxima-
tions are involved, again, for null-steering interf-
erence suppression, the above PEL compensation
may not be accurate enough to precisely disperse
a null “point” to the whole pulse “extent” and
make a perfect suppression”?.

An alternative separation approach employs a
posteriori DBF in elevation on the ground, range-
bin by range-bin after range compression!"*'*. By
this way, no extra onboard computation is essen-
tial, and useful information about the spatial
structure and enough DOFs will be preserved, ena-
bling flexible and adaptive beamforming on the
ground. It can avoid problems like topographic
height variation. The performance improvements
with adaptive DBF in presence of topographic
height variations were verified in Ref. [8] and
Ref. [23] for MWE-SAR and DBF-SAR case, re-
spectively. Since there is no real-time beam scan-

ning onboard the satellite, after range compres-
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sion on the ground, the pulse extent is com-
pressed to only one range bin, so that the PEL
problem is also solved easily on the ground. The
only critical issue is the choice on the number of
receive elevation subapertures/channels under a
given properly designed antenna height®/. Using a
large number of receive channels means a small
subaperture size and a broad subaperture-level
beam, and will preserve enough DOFs and
achieve optimum performance, but it also bring
on severe increase in the downloaded data
volume. It is shown in Ref. [8] that the choice of
receive subaperture number is restricted by mul-
tiple inherent constraints and trade-off has to be
made between performance degradation and data
volume increase. It is concluded that considering
the performance preserving requirement as well as
survey efficiency, a channel number of more than
twice the transmit waveform number is
required®, which means a more than double data
downlink rate requirement compared with the on-
board ANS-DBF approach in Refs. [6,7]. If the re-
ceive subaperture number is equal to or just
slightly larger than the transmit waveform num-
ber, severe performance degradations, especially
the SNR and RASR loss at swath borders, will be
unavoidable and unacceptablel®.

In this paper, the performance of a separa-
tion approach employing hybrid DBF in
elevation*®” by combining the onboard real-time
beamsteering and a posteriori DBF on the ground
is elaborately investigated. The approach was ori-
ginally suggested in Ref. [4] and its feasibility was
briefly discussed in Ref. [8] and Ref. [9]. As a cas-
caded structure that comprises two subsequent
DBF networks, the onboard real-time part effec-
tuates the steering of the mainlobes for multiple
partitioned groups of antenna elements in eleva-
tion to ensure sufficient signal receive gain for the
multiple transmit waveforms over the whole range
of the swath, but do nothing with the echo separa-
tion. In the meantime, essential DOFs and spa-
tial structure information are preserved in the
data of the output channels with a significantly
reduced channel number. Since a much wider

subaperture beam (compared to the full-aperture

sharp beam in ANS-DBF) is employed with no
need to place scanning nulls in real time, the to-
pography and PEL problem can be self-relieved.
The a posteriori adaptive DBF network (the
ground part), after range compression, mainly
performs the task of placing nulls bin-by-bin
along range to cancel the range interference from
other transmit waveforms, which enables flexible
and adaptive beamforming to avoid the topo-
graphic height variation problem. The system per-
formance on SNR and range ASR are theoreti-
cally analyzed and simulated in this paper. It is
shown that the hybrid DBF approach in eleva-
tion can integrate the both advantages of the on-
board ANS-beamforming and the a posteriori
ground DBF.

2 System Concept Review
The basic idea of MWE-SAR is reviewed

briefly in this section, which is originally pro-
posed in Ref. [4] and later explained in more de-
tail in Refs. [5-11]. The waveform schemes used
by MWE SAR sensing are also introduced and
discussed briefly.

2.1 Operation modes for azimuth MWE SAR

A variety of promising implementations of the
MWE concept were suggested to achieve diffe-
rent goals, among which the Azimuth MWE
(AMWE) is prominent to achieve high-resolution
wide-swath imaging!*®*. The AMWE modes are
the focus of this paper, and other interesting
modes like Elevation MWE (EMWE)® are not in-
cluded.

In detail, there are two suggested modes du-
ring transmission, which are illustrated in Fig. 1.
For the multi-beam mode shown in Fig. 1(a),
multiple transmit subbeams in azimuth are
formed with the full antenna azimuth aperture,
each subbeam covers a portion of the full illumin-
ated footprint and has its own transmit wave-
form, thereby the Doppler bandwidth within each
subbeam is reduced. For the multi-phase-center
mode shown in Fig. 1(b), the full antenna azi-
muth aperture is split into multiple subapertures
and radiating multiple waveforms with the com-

mon scene illumination. In this way the spatial di-
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versity from the multiple transmit phase centers
along azimuth is achieved. Note that in both
modes, on the slow-time scale, the transmit wave-
forms from different subapertures/subbeams are
transmitted in parallel and lead to a simultan-
eous scene illumination. On the fast-time scale,
however, either the simultaneous!'®'"'*1% or the

[46-8] is possible, which will

sequential transmission
be discussed briefly in the following subsection.

In whatever cases above, echoes arising from
the simultaneous scene illumination by these
transmit waveforms are received by multiple re-
ceive antenna elements along both azimuth (see
Fig. 2(a)) and elevation direction (see Fig. 2(b)),
the whole receive antenna is a sufficiently exten-

ded 2-D array. The additional information from

(a) Multi-beam mode

the multiple elevation receivers are employed to
separate echoes from different transmit wave-
forms using DBF on receive in elevation®®, which
equivalently provides the waveform orthogonality
in azimuth dimension.

2.2 Transmit waveform scheme

The waveform design for multiple transmit-
ters is an important issue in realizing the above
AMWE-SAR system, which should ensure a reli-
able separation of the echoes that arise from the
multiple transmit waveforms by combining DBF
on receive in elevation.

The early proposed waveform scheme of
MWE SAR is transmitting a set of mutually time
shifted chirped subpulses Refs. [4,6-8]. A basic
chirped pulse with duration 7, and FM rate K, is

(b) Multi-phase-center mode

Fig. 1 Azimuth MWE on transmit

CTdclay
Ry = —dlay.

2

(a) Multi-channel receiving in elevation

v
<

(b) Multi-channel receiving in azimuth

Fig. 2 Azimuth MWE on receive
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po(t) = rect (;) exp (jnK,t?) (1a)

p
and the series of mutually time shifted wave-
forms are represented by

p(®) =polt = mT) = rect (151 )

p

- exp [j‘nKr(t - mT)ﬂ )
M-1 M-1
2 2

M -1
2
(1b)

where T is the unit linearly shifted time and

m=—

+ 1,

T > T,, which provides a sufficient mutual range
delay that can be separated by DBF on receive in
elevation. Note that here in order to give a uni-
fied form for both cases when M is odd or even,
here the subscript value m, denoting the sub-
pulse number, does not have to be an integer it-
self (m is increased by integers).

By merely switching between different an-
tenna beams or subaperture elements during each
transmitted subpulse, the generation of the time-
shifted chirped subpulses is quite simple. As an
alternative, the Short-Term Shift-Orthogonal
(STSO) waveforms was proposed!''). The linear
time shift in Eq. (1b) is replaced by cyclical time
shift to ensure the simultaneous transmission via
multiple orthogonal transmit channels. Owing to
the cyclical time shift, the transmitted signals
from any two different channels will fulfill the fol-

lowing short-term shift orthogonality!"

/h(t,T)p;r(t)-pj(t L )dE=0Y 7€ l—ig ﬂ i
(2)

where T is the basic cyclically shifted time, h(t,7)
represents a weighting function!"!. If 7=7, it is
obvious that the linear time-shifted subpulses also
fulfill the requirement of Eq. (2), therefore Eq. (1)
can be regarded as a specific kind of STSO wave-
forms.
2.3 Default assumption in this paper

For conciseness, in this paper, the analytical
derivation and simulation are dedicated to the
AMWE SAR mode with multiple azimuth sub-
beams on transmit. Owing to the similar trans-

mit/receive antenna architecture in elevation di-

mension, the multi-waveforms separation manner
here is also feasible for the multi-phase-center
mode!* if the same time-shifted chirped wave-
forms given in Eq. (1) is also used. If STSO wave-
form encoding scheme is used, due to the similar
chirped-pulse-based signal structure, the method
presented in this paper will also be feasible after
some necessary modifications.

For an AMWE SAR system with M azimuth
subbeams on transmit as shown in Fig. 1, M
transmit waveforms are transmitted in every
pulse repetition interval (PRI, denoted as T;),
each corresponding to a subbeam. The complex
form of the overall transmit signal is represented
by

M-1
o= 3 e ®<Z 5<t—kTr>>
o Ei =
x exp (j2x fot) (3a)

where f. is the carrier frequency, k is the PRI
number, §(¢) represents Dirac function, and ® de-
notes time domain convolution. When a set of
mutually time-shifted chirped subpulses de-
scribed by Eq. (1) are used, s(¢) can be further repre-
sented by

M;l
s(t) = |po(t) ® > o(t—mT)
~HE

m=

® ( i ot — kTI)> x exp (j2r fct) (3b)

k=—o0

As for the imaged scene in presence of topo-
graphic height variations, like the assumption
used in Ref. [8], we consider an instantaneously il-
luminated swath characterized, along the iso-
range lines, by a homogeneous backscattering sur-
face and constant topographic height. This means
that in elevation the layover effect does not occur,
and in azimuth, a mean height of all contributing
backscattering within the illuminated azimuth ex-
tend is sufficiently representative. Though simple,
this reference surface allows for a first stage com-
parison for achievable performance in the simula-

tion of this paper.
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3 Cascaded Digital Beamforming Net-
works in Elevation

3.1 Structure and signal model of cascaded DBF
networks

The structure of cascaded DBF networks in
elevation investigated in this paper is given by
Fig. 3. The total receive aperture in elevation is
split into Ly subapertures. The size of each suba-
perture is dg. In the following of this paper, each
subaperture with size dg is called an “antenna ele-
ment”. Due to the relatively small scan angle
needed for the onboard beamforming, the ele-
ment spacing dg is not restricted by half
wavelength”. With a properly designed antenna
height!*® a larger dy can reduce the element num-
ber Ly, which is pre-requisite considering the
downloaded data volume for a system employing
a posteriori DBF only on the ground®; However,
this will also narrow the beam of each antenna
element. In this paper, since an onboard DBF
network is used and the downloaded data volume
is no longer dependent on Lg, dy should be small
enough so that a near constant element-level gain
within the swath can be held.

|

01 N-1 IN

For each antenna element, the signal is re-
ceived, demodulated and digitized separately. As
shows in Fig. 2 and Fig. 3, suppose that the first
element is selected as the reference channel in el-
evation, according to Eq. (3), the baseband echo
of the mth subpulse p,,(¢) in the kth PRI re-
ceived by the reference elevation channel after co-
herent demodulation is given by

s®) () = / 0 (D) (¢ — 7 — KT,) dr

— 00
Ty

- /_: g (t =& —mT —kT)po (£)dE (4)

where g,(ff) (1) is the extended ground reflectivity

within the illuminated patch!® of the mth sub-
pulse in the kth PRI, 7€ [Tgﬁgy,Tégﬁ;l is the
round-trip delay from ground scatterer to the refe-
rence channel, with its delay center value
o= (7Rt + 7, ) /2 (cf, Fig. 2); € € [-Ty/2, T,/2)
represents the relative in-pulse time.

Note that here 7 also represents the slant-
range position on the ground, so that the off-nadir
angle a and incidence 6 in Fig. 2 can be represen-

ted as single-valued functions of delay if ignoring

Lyxd, >|

(H1)N-1  (L-1)N LxN-1=L;1

..........

Onboard DBF Network
Full-Swath SNR Preserv

________________

Wy m(L-1) ( t)

Signal Reconst. &
Ambig. Suppressing

Ground DBF Network

'
'
'
'
'
'
'
'
w‘l].U(L’l)(t) d '
'
'
'
'
'
'
'

Fig. 3 Cascaded DBF networks in elevation performing the SNR-preserving and interferences-free signal separation



No. 5 HE Feng et al.: Performance Investigation on Elevation Cascaded Digital Beamforming for ... 835

layover effect, according to the basic assumption
given in Section 2.3. To a first approximation,
these functions can be determined from the orbit
and the given Earth model”), however, their true
values cannot be simply modeled. Also note that
in order to give a concise form, the transmit an-
tenna pattern and the receive element-level pat-
tern are included in g,(ff)(T). A detailed descrip-
tion for gf,’f)(f) under the homogeneous white re-
flectivity assumption can be found in Ref. [8]. For
the lgpth antenna element, the demodulated echo
of the same subpulse can be expressed in a simi-
lar integral form as
I
sk (' =t+An,) = / jrp g (t' — & —mT — kT})

m,lo
2

exp [j2n o AT ( — )| po (€) de (5)

In comparison with Eq. (4), there is an extra de-
modulated phase term introduced by the addi-
tional trip delay g - Ar,(f ), which is given by
_dosinfa(r = —mT — kT;) — ag]

C

a dosin [B (1 = ¢ —mT — kTy)] (6)

where oy is the off-nadir angle of the antenna nor-

AT(C)

m

mal boresight, 8 is the off-normal direction angle,
¢ is the speed of light. Besides the above phase
shift, there still exists a small envelope delay
ATy, &~ lo AT (1.) for the receive time. The enve-
lope shift A7, can be ignored/®®l if the signal
bandwidth is not wider than the array
bandwidth®?”)| which is the usual case for most
current spaceborne SAR using phased array
method. In this paper, this conventional phase-
shift DBF case with narrowband signal is as-
sumed, therefore, in the following expressions
t' =t is adopted. In a very high-resolution case,
however, such an approximation may cause fre-
quency dispersion phenomenon in beamforming if
the signal bandwidth is much wider than the ar-
ray bandwidth®. Then a time-varying time-delay
network implemented by FIR filtering, or spe-
cially designed subband-based scalloped beam-
forming is essential to fulfill broadband DBF com-
pensation. One can find a detailed description for
this issue in Ref. [20].

As shown in Fig. 3, the Ly antenna elements
are then partitioned into L groups, each group
has N elements and forms a larger subaperture
with the size N x dy. In the following, a subaper-
ture refers in particular to such a group of an-
tenna elements. In general the overlapping of
subapertures is permissible, but it is not con-
sidered here for simplification. Let sfj)ln(t) denote
the echo from the mth transmit subpulse in the
kth PRI received by the nth element (n=0, 1, -,
N —1) within the Ith subaperture (I=0, 1, ---,
L — 1), according to Eq. (5), s

m.in(t) can be fur-

ther expressed as

(k)
Sm,ln

(t) = exp [j?(lN + n)ﬁfCAT,(f)(t)}
T,
| G o€ mT k)
T2
exp [J20N + n)mf. - 6,,00(651)] pol€) dé
(7)
where
ban (E1) = A — ) — AT(1)  (8)

The time-variant exponential terms outside
the integral in Eq. (7) for each receive elements
are always connected to the center look angle of
the given subpulse at a given time, which consti-
tute the time-variant steering vector associated
with that subpulse and further determine the
time-variant weighting vector of the scanning
beam in Refs. [6,7]. However, the exponential
term containing 5AT7(5>(§;1€) inside the integral is
dependent on the intra-pulse time variable &,
which will make an unwanted intra-pulse ele-
ment-dependent phase weighting in the pulse ex-
tend —7,/2 <¢ < 1T,/2 and cause PEL at £ # 0.
This problem can be easily solved in the a posteri-
ori DBF approach by range compression. In Ap-
pendix A, a summary derivation of the post-range-
compression approach is reviewed as in Ref. [8],
wherea full form of the received signal vector

Xeompsub_1(t) can be written in matrix form as®

> k
Xcomp,subil(t) = Z A(k) (t)8£01)11p7sub7l(t) (9)
k=—o0

The above compact linear signal model is
used to develop DBF methods in Ref. [8] for re-
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constructing the unambiguous signal ségr)np ab 1(D)
from Xcompsup 1(t). However, for the non-range-
compressed raw data in Eq. (7) onboard the satel-

lite, if the phase value ¢ (&) is also directly

Arfd)
omitted within the uncompressed pulse duration,
the influence of PEL may deteriorate the system
performance. Therefore, here the lth-subaperture
input signal (including the additive noise) of the
first-stage beamformer will firstly be written in its
initial form given by the following Eq. (10), later
we will re-derive a similar model like Eq. (9) for

the range-uncompressed signal in Section 3.2.3.

M—1
0 2
wsubil = Z Z S'E:,)sub_l(t) + nsubil(t) (103)

k=—oco _ M-1
m=-""

Tar 1(t) = [210(8), 212 (), -+ Tun (£), = 210 —1) (8)]

k k k k
S0 1(0) = [0 (0), 500 () 500 ),

T
(k)
S (N =1) (t)}

Nub_1(t) = [mo(t), ma(t), -+ mn (), - mv—1) (t)]
(10b)

In Eq. (10) m,(¢) is the additive noise of the
nth element in the lth subaperture. The main
purpose of the first-stage onboard DBF within
each subaperture is to optimize signal power of
the multiple transmit waveforms/subpulses for
improved SNR performance over the whole swath.
At the same time, the output data volume can be
N-times reduced onboard the satellite.

By combining the N elements of the vector
Zgup ¢ Within each subaperture, the output of each
subaperture is a scalar signal denoted as ygu, 1(t).
The output signals yeu, ;(t) (I=0, 1, -+, — 1) from
different subapertures constitute the input vector

of the second stage cascaded DBF network

T
Y;ub(t) = [ysulLO (t)a ) ys1ll)7l(t)7 ) ys11b7L—1(t)]
(11)
In this stage null-steering DBF is performed

on the ground to realize the reliable extraction of

. , 0
echoes from M transmit subpulses, i.e. s' )M—l (t)

P
to 3(1?4)71 (t), free of mutual interferences, by fle-

2
xibly and adaptively placing nulls of the array
pattern.

Both the onboard realtime ANS beamformer
in Ref. [7] and the ground a posteriori DBF in
Ref. [8] can be viewed as special cases of the hy-
brid cascaded DBF networks in Fig. 3. For the
onboard ANS DBF network!”, the second-stage
DBF in Fig. 3 is omitted; in the onboard part,
now the number of the onboard beamformers is
L=M, and the number of the elements within
each beamformer is N = Ly. It means that each
“subaperture” here is extended to the full aper-
ture and mutually overlaps completely. For the
ground a posteriori DBF network®, it can be con-
sidered that there are L = Ly subapertures in the
onboard DBF network, and each subaperture
beamformer only has one antenna element and
acts as a direct through connection filter.

3.2 Onboard SNR-Preserving DBF

In order to optimize the overall signal power
and minimize signal distortion over the whole
swath in each subaperture onboard the satellite, a
properly designed digital subaperture beam,
which is much wider than the full-aperture sharp
beam in ANS-DBF!", should be formed and fol-
low the multiple radar subpulses as a whole when
they travel on the ground, keeping enough high
receive gain within the entire instantaneous scat-
tering field at any instance of time. For onboard
DBF, the off-normal direction angle 5(7) has to
be predetermined by a assumed model. Fortu-
nately, here the formed subaperture beam is much
wider and no deep null is needed, the accuracy
demand for §(7) is not high.

Given a pulse duration 7', the ground range
pulse extent x,4(T,3) and corresponding angular
pulse extent xg(T, ) can be calculated and their
expressions have been given in Ref. [21]. For a
MWE SAR system, since the whole transmit dura-
tion is M x T, the instantaneous angular pulse ex-
tent covering the entire instantaneous scattering
field becomes xg(M - T, 3(7)). In Ref. [8] it has
been analyzed that if the subaperture number
L > M, it will not be difficult for a system desig-
ner to have a nominal 3 dB-beamwidth of each
subaperture larger than xg(M - T, 3(7)), so that

the PEL influence is comparatively limited.
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3.2.1 Beamformer design for instantaneous scat-
tering field

This subsection aims at optimizing the DBF
weighting wp for the instantaneous scattering
field at the center of the swath, i.e. t = 7.. Let
Bo=xp[M-T,8. = B(1.)]/2, representing the half
angular pulse extent at 7.. With a given weight-
ing vector wiy, the array pattern function of an

antenna subaperture can be written as

MWw%uwWwwﬁu%m} 2)
Uw(?ﬁ':i/)—?/fc)

vy(P)=[1 o dN-1y | (13)
where d}:%dosinﬁ and wcz2ﬁ@,

I(¢p.) = diag [vy(¢.)] is the N x N steering dia-
gonal matrix for the direction .. The angular re-
gion [—fo, Bo] covering the angular pulse extent
xg[M - T, 8. = B(7.)] will correspond to a v¥-do-
do sin ﬁo
—
Assuming that an “ideal” antenna pattern Bq(y')

main region ¢’ € [—1)g, 1], where 19 = 2x

is given, which has the optimum response in the
angular region [—o, %], e.g., fulfilling
Ba(¥') =1, —¢o <" <o (14)
It is evident that if Eq. (14) is satisfied, the
spatial filtering within the instantaneous pulse ex-
tent is fixed-gain and no amplitude modulation
and relevant losses will be introduced on each
subpulse. In other words, it is an intra- and inter-
subpulse distortionless “optimum” spatial filter.
The following square error is defined by
Yo
_ 2
o= [ 1Buw) — vl (9
—%o
Based on the “zero gradient” method the fol-

lowing constraint equation is derived:

QyoWry .y =b (16)
where
Yo
Quy = / o (0ol (1) (a7)
—o
Yo
b= [ wutw)Bi 0w (18)
—1o

It is easy to derive that Q. = 2=y, Iy is a N-
dimensional identity matrix. It implies that if the
subaperture pattern control is performed on the

whole unambiguous region [—m, 7], then Qy, is a

full rank matrix, no remaining DOFs are available
to further optimize the signal-to-noise level. For-
tunately, Here the constraint is given in a small
angular region [—y, 1], eigenvalues of Q,, will
drop down quickly. If only the principal components
in eigen-space of Qy, are used to the form the
constraint Eq. (16), then more DOFs are available
for subaperture-level SNR optimization. The prin-
cipal-component version of Q., can be written as

. Ny—1

Quy= > N ¢} =Uq SQUb, (19)

1=0

where Ygq, is the diagonal matrix comprising N,
principal eigenvalues of Qy,, i.e. Ao to Ay, 1, Ug,
is the signal-subspace matrix comprising N, prin-
cipal eigenvectors correspondingly. N, is selected
by a trade-off between minimizing square error e
and the available DOF's for performance further
SNR optimization, it is determined in this paper
as

N, =2 x round {;pON + kp] (20)
i

where k, is a turning parameter and its value is
set as 1 here. By using the principal component
method, the constraint Eq. (16) can be rank-re-
duced and converted to

Ugﬁm,wc = ZéfUSSb £ gpsic (21)

Under the above Eigen-Space Linear Constraint
(ESLC) set, by exploiting the rest subaperture
DOFs to keep minimum output noise power, one
can derive the following weight vector as
Wi = Whgre = JESLe (U&UQS)_IUSSIS(—%) (22)
It is evident that wl; . is a distortionless-re-
sponse preferred beamformer that NV, subaperture-
level DOFs are spent to keep distortionless re-
sponse. The cost may be a degree of signal power
gain loss. In practice, however, the distortionless
response constraint is not a mandatory one. For a
SAR system, some degree of mild signal distor-
tion is normally allowable and can be com-
pensated in the a posteriori data processing,
however, SNR loss is irretrievable. Considering
above factors, in some appropriate sense, our new
objective is to maximize the signal response while

simultaneously minimizing the response due to
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noise and interferences. In Appendix B, an applic-
able way is derived and a new weight vector
Wy = Wppss 1 given to minimize the SNR loss.

It is clear that the above weight vectors are
designed only exploring information of the total
instantaneous pulse extent, other prior informa-
tion about the signal time-frequency relation is
not considered. This type is called as Type-A
beamforming in this paper. In the following sub-
section 3.2.3, another Type-B beamforming will
be introduced.

3.2.2 Beam scanning and subaperture-level output

In theory, it is possible to optimize the real-
time weighting vector wi,(¢) at any instance of
time t. Due to the normally small scan angle
needed for the onboard beamforming,
Xxg[M -T,B(t)] only changes slightly with ¢. By
utilizing the relationship expressed in Eq. (A-5)
for the pulse-centred steering vectors, the real-
time scanning subaperture-level beam can be
practically designed with two steps: first, a “stat-
ic” beamformer (corresponding to wyy in the pre-
vious subsection) is optimized aimed at the in-
stantaneous scattering field [0y, fo] (may leaving
some margin for 3y) at the swath center, then a
real-time scanning is added to chase the whole
pulses. Accordingly, the time-variant weighting
vector, after the real-time scanning is added, can

be represented by
wip(t) = wip A" (1) (23)
where the N x N dynamic steering diagonal mat-
rix Af(¢) is defined by Eq. (A-6).
According to the input signal model given by

Eq. (10), the output signal of the lth subaperture
is then given by

Ysub 1 (t) = ng (t)msul)7l (t)

M—1
oo 2
k), out
=3 3T s )+ ()
M

k=—oc0 m—— -1
- 2
(24a)
gr]:,);?}lliz (t) = wII%T (t)sgf,,)sul)7l (t)} (24b)
Mo (1) = witr (DM 1(t)

According to the expression of wiy(t) and
(t) (k), out

(k)
s ’ Sm,subil

b 1 (t) can be further written as

2
L

k), ou k
SRttty =3 s (1) [wih )],
0

g®(t —mT — kT})

I
3

- exp [j2lNﬂfCATn(f)(t):| } ® Eé]f,)n(t)

(25)
where
~(k) = (k) .
Pom(®) =po(t)x D [xihhexp (<iznmfit)]
n=0
T, T,
po O un (1), —F<t<P (26)
In Eq. (26) the serial Xsylfzb is
X = g, - exp [2nmfear®(n)] - (27)

and the function ugf)(t) can be calculated from

the serial Xf:i)l using the fast Chirp Z-transform!®..
It is clear from Eq. (27) that k) (t) is the weight-
ing function caused by the time-variant subaper-
ture gain over the extent of the mth transmit sub-
pulse in the kth PRI, it also can be regarded as
the intra-subpulse distortion. In Section 5, the
plots of ugi)(t) for the distortionless-response-pre-
ferred weighting wi; - and the SNR-preferred
wppss will be compared.
3.2.3 Alternative approach exploring subpulse
structure information

If the prior information of the chirped sub-
pulse time-frequency structure is utilized, the re-

k)

ceived echo s! (t) given by Eq. (7) can be fur-

m,ln
ther rewritten as
S\ (1) = exp [jQ(ZN + ) AT (t)}

T

2
/T g (t — &€ = mT — kT;)
-2

- exp {jQ(lN Fn)mfed 5 00 (& t)}
. exp (j’TYKré—Q) df
~ exp [i2(V + )l Ar (0)
T,

2
-/T g9 (t — € —mT — kT})
2

-exp {—j2(IN + n)wfi€} exp (jnK,£?) dé

(28)
In Eq. (28) we use the linear relationship between
the off-boresight angle and echo delay!®®?% im-
plied in Eq. (A-7), so that 6Aﬂ%>(§;t) can be ap-
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proximated as a linear phase term corresponding
to a frequency shift (IN + n)f,,. By exploiting the
relationship of a LFM signal between time-do-
main and frequency-domain shift, within each
subaperture, one can approximate the nth-ele-

ment signal s (t) with the time-shift version of

mln

its subaperture-level reference signal sm lO(t) as

2
sih () = exp ( Kf : ) exp [j2mchr,§f)(t - nTb)}

) 355)10 (t = nTh)
~ exp |:‘]2’I7,1Tf( AT R (¢ — nTb)} s )lO (t — nT})
(29)

where
(30)

is the equivalent time shift coupled with the fre-
quency shift fi,. For brevity, the phase term

n2f2
exp <j7r Kb) is neglected since it is small and

can be easily compensated. From Eq. (29) it is

found that owing to the same linear connection
between time and frequency within each chirped
subpulse, the additional intra-pulse phase shift
—2nm fr€ (relative to the reference channel) vary-
ing linearly over the subpulse extent can be equi-
valent to a relative time delay nTj,. It should be
noted that now the FIR interpolation filtering
(see the optional filters D, (f) in Fig. 3) is essen-
tial, and the first step of the onboard network is
to implement the following linear frequency-de-
pendent phase shifts within each group of an-

tenna elements
Dn(f):2nﬂfTb7 7’?,:071,27"',]\[—1 (31)

which introduce different time delays in the sig-
nal paths of the individual antenna elements
within each subaperture prior to the following
beamforming, to make the beamforming fre-
quency-dispersive and mitigate the effect of the
pulse extension. After this step, the input signal

vector gy,  in Eq. (10) now becomes
o (1) = [zor(t), zo (t+ Th), -+,

T
xy -1y (E+ (N = 1)T)] (32)

and according to Eq. (30) can be further written

l'ln(t —+ TLTb),

in matrix form as

S0 = 30 ADOSE ()4 man () (33)
k=—oc0
(k) (k) s (k) '
where s (t) = { 7M 1,077 Sma100 S M1
2 9

In comparison with the range-compressed signal
model given by Eq. (9), it is found that after the linear
frequency-dependent phase compensation per-
formed by D, (f), Eq. (33) gives a compact linear
model for onboard real-time beamforming which
has exactly the same form for the ground a pos-
teriori DBF in Ref. [8]. This means the already
well-developed DBF algorithms can be directly
used here after some necessary modifications.

For instance, with a reasonable optimization
criteria to keep the signal distortionless while si-
multaneously minimizing the response due to
noise, using the Linear Constrained Minimum
Variance (LCMV) method™®, one can derive the
following real-time weight vector as

wiip(t) = wia (1) = gl (AT (R (1A (1)
AR (1) (34)

-1

where gp is the distortionless response con-
straint vector, and R, (¢) denotes the noise covari-
ance matrix. Note that directional range ambigu-
ities from other PRIs (k # 0) are ignored to sim-
plify the real-time beamforming, and the noise is
assumed to be white and complex normal distrib-
uted with zero mean and noise power o2 .. Then
wi(t) can be shortened as its quiescent state

form

wilz (1) = wiiy (1) = gl (A" () AOD) A0 ()
(35)

It is easy to find that the weighting vector in
Eq. (34) and Eq. (35) have almost same forms
with the ones which are given in Refs. [7,8] de-
rived with the same LCMV method. Nevertheless,
it should be noted that there is still a major dif-
ference on the definition of the constraint vector
gpr. In this paper, gpr comprises M distortionless
response constraints for each subpulse and should

be denoted as gypr

gur=[1 1 - 1], (36)

It is reasonable since here it is not the duty of
the onboard DBF to do the echo separation, so
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that no null is needed. However, in Refs. [7,8],
gor=¢€,=[0 - 010 - O]TxM, it is defined
as the mth column vector of the MxM identity
matrix. In this case, M-1 nulls are formed to can-
cel M-1 echoes from the corresponding subpulses,
only one subpulse echo is distortionless retained.

According to the relationship given by Eq.
(A-5), wll i (t) can be further given by

_1_

wh (1) = {gﬁm ( AOH A<0>) A(O)H] A1)
£ wypp A" (1) (37)

Just like what done in Section 3.2.1 and Ap-
pendix B, we can also derive a weighting vector
to relax the distortionless demand but prefer SNR
performance. In Appendix C such a SNR-prefer
wlq\g is derived which can be an alternative of
wilyp in Eq. (37).

One should note that the real-time weighting
vectors Eq. (37) are normally configured in a de-
terministic manner onboard the satellite, so that
A©® and AY(t) in Eq. (37) are predetermined
based on an assumed earth model. The output
signals ysup i(t) from each subaperture are then

given by

= k),out out
ysubil(t) = Z Séug_l (t) +nsu}§7l(t)7

k=—oc0
1=0,1,2,,L—1 (38a)
k),ou k
W) = [wh (AP )] 880
2 g st () (38b)

77?&‘13_1 (t) = wST (t)'r]subJ (t)

It is clear that ql(fT) is made up of the final

weighting coefficients for individual returns from
multiple transmit subpulses. It is easy to know
that letting ¢ € [ng}gy,rg;{g;} g will correspond
to desired signal return and qf(;fr#o) to the kth am-
biguity return. If ignoring the influence of model
mismatch in the presence of topographic height
variation, according to the definition of wiyy(¢)
and wilgy (1), it is easy to derive that ql(on) for the
distortionless response weighting why = wil; is

()T

Gyt =gpr=1[1 1 Iy (39)

which will ensure the distortionless responses, and

for the maximized SNR weighting wii; = wilgy,

(0) :
gy NOW is

gy = i AOTA© (40)

Since the elements in above qI({)T)T is normally

unequal, a certain inter-subpulse relative distor-
tion will occur as the price of maximizing SNR.
3.2.4 Analysis of realtime computational load

For the purpose of analyzing the realtime
computational load of the proposed onboard
DBF, the amount of real multiplications is de-
rived in this subsection. It is known that the pro-
posed realtime DBF approach in Section 3.2 is a
deterministic DBF process. The fast-time-variant
weighting vector in Eq. (23) is pre-determined
and those weighting coefficients can be calculated
in advance and stored in the onboard memory.
However, since for each fast-time sample, a N-di-
mensional complex weighting vector is to be
stored, a total huge onboard memory size is
needed for the whole receive window. In order to
save onboard memory, as a reasonable compro-
mise, we can only calculate in advance wf; and
A(t) in the time-variant weighting vector of Eq.
(23), then for each fast-time sampling time, an
additional computational load of N-point com-
plex multiplications is essential.

Assuming Y fast-time samples in the receive
echo window, the whole number of real multipli-
cations of the present DBF processing for the
Type-A beamforming given in Section 3.2.1 can
be expressed as

T =YXNx3+Y xLox3=YxNx3x(L+1) (41)

In Eq. (41), the first term after the equal sign
represents the added real-time computation for N
complex weighting coefficients calculation, where
3 real multiplications for realizing one complex
multiplication is assumed?!.

In order to realize the Type-B beamforming
scheme discussed in Section 3.2.3, it should be
noted that besides the above additional computa-
tional load, now a FIR interpolation filtering for
each antenna element channel is essential. Consi-
dering a P-order FIR interpolation filter is used in
each antenna element channel, according to the

ROP (Resource Occupation Reduced) processing
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scheme given in Ref. [24], now the whole number
of real multiplications of the Type-B DBF pro-
cessing can be expressed as
To =Y XLox(P+2)+Y xNx3+Y xLyx3
=Y XN x[Lx(P+2)+3(L+1)] (42)
As a reference level of onboard computation-
al load, assuming with the same digital receiving
structure of the DBF SAR and only employing
the basic power combination among the multiple
onboard channels toward a fixed direction in a di-
gital way like the method given in Ref. [8], the
number of real multiplications can be expressed as
To=Y xXLyx3=Y xNx3xL (43)
The comparison between Ty, Ty and Ty is il-
lustrated in Fig. 4. The parameter values in the
simulating is in accordance with the simulation
given in Section 5. It can be seen that although
the Type-A beamforming scheme implements an
onboard time-variant beam scanning for SNR-
Preserving, under the same output channel num-
ber, the additional realtime computational load is
small in comparison with the present computa-
tional load level only implementing basic digital
power combination toward fixed direction!®. For
the Type-B beamforming scheme, however, the
added realtime computational load is sizable and
should be considered in practical use.
3.3 Ground Reconstruction
3.3.1 Range focusing and the unified range-com-
pressed signal form
Before signal reconstruction processing in ele-
vation on the ground, data should be range fo-
cused first to minimize the pulse extension. Un-
der the condition that the time-shifted chirped

subpulse waveform scheme given in Eq. (3) is em-

10ns
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Fig. 4 Number of real multiplications per second of the proposed
two types of onboard DBF processing and the reference

beamforming processing given in Ref. [8] (N=5 and P= 8)

ployed, a common match filter can be used for
multiple transmit subpulses

h(t) = Ae - p5(—1) (44)
where A. = \/|K,| is a constant amplitude which
keeps matched signal output energy unaltered.
From Eq. (25) and Eq. (38), it is easily known
that whether the Type-A beamformers derived in
section 3.2.1, or the Type-B beamformers further
exploring subpulse structure information in sec-
tion 3.2.3 are used, the output signal correspond-
ing to the echo of the mth subpulse in the kth
PRI can be expressed by the following unified

form for the Ith subaperture
st (0) = { gt = mT - k)

m,sub
exp [[2ANTLATE (0] } @ (1)
(45)
(k)

Tt,m

where p, ., (t) is the output reference pulse after

real-time beamforming, for the Type-A case, ac-
cording to Eq. (24) and Eq. (25), pgfzn(t) is de-
(k)

tA,m

noted as p (t) and expressed by

~(k)
P (&)= Pom®) =B (&) -po(t)  (46)

and for the Type-B case, according to Eq. (38),

pftk )m(t) is denoted as pﬁtk )BM

i 0 =[af] pe®) (47)

Note that for a Type-A beamformer, there exists

(t) and expressed by

possible intra-subpulse distortion function ugf)(t)
caused by the time-variant array pattern weigh-
ting, which may cause a degree of mismatching
for the matched filtering Eq. (44). The matched
(k).out 1) “denoted as

m,sub_1

filtering output of s

=(k)
Sm7sub7l

30 o0 = {gt = mT — kT3

(t), then can be uniformly represented by

m,sub_ [
oxp [2INT LA @] | @ o8, (1)
(48)
(k)

where pe.m(t) is the range compressed version of

pftk )m(t), which is for a Type-B beamformer

p") @) =p () @ h(t)
= [a?] -4 po®) @ py(—1)
[ql({]fr)} m * Pcomp (t) (49)

and for a Type-A beamformer

[I>
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P (1) = Boon(®) © (1) = Ac - [uD(1) o (1)

& pg(—t) ~ qss) 'pcomp(t) (50)

In above two equations, peomp(t) is a sinc-type
function. Note that in Eq. (50) an approximation
is made that the defocusing effect of mismatching

caused by u(k)(t) is ignored and the peak gain de-

crease qf(n) is concerned, which can be expressed

as

T,

2
1
(k) _ ’(k) ‘d 51
Urm Tp/ f 3 (51)

By comparing the Type-A version in Eq. (50)
and the Type-B version in Eq. (49), it is clear
that if we redefine the vector qgff), whose mth ele-
ment is equal to qT(,]f), then we can unify the two
type of beamforming signal models after range fo-
cusing, only keeping in mind that the real mean-
ing of qf(fT) is not the same. Using the same short-
pulse-extent approximation which has been ex-
plained for Eq. (A-1), one can easily derive the

following relation

A (t) =exp [J2lN7rfCA7-(k)( )} =(k) (1)

m,sub_ [ Sm ,sub_ 0

£ exp [jQZNTYfCAT;,f)(t)} 50 (1) (52)

then the full form of the output signals from the
L channels of onboard Type-A or Type-B DBF
network, i.e. gsub(t) = [g8111)7()(t)7 Yy gsubil(t)a Yy

Tsub L_l(t)]T can be represented in matrix form as

y%ub Z V

k=—o0

k k ou
|:ql(?’[2 © Séug O( )] +n9ul§( )
(53a)

T
where 8050 (1) = [ s (8,8 (), 550 m}
is the reference—chanr?el (the zero-th subaperture)
echo vector comprising multiple transmit sub-
pulses, © denotes Hadamard product, and

out ~out

~out ~ou T
nsub( ) [nsub O(t)7 ) n;)ulg_l (t)7 T nsult)_Lfl(t)]

(53b)
v @ [vM_l(t) o) - o (#)
2 2
(53c)
o) (1) = [1 GZNTLATI () Gj2(L— DNwfar® 5] "
(53d)

3.3.2 Ground reconstruction DBF algorithm

The linear signal model given by Eq. (53) will
pose the following basic constraints on the ground
weighting vectors to reconstruct the SAR returns

from multiple transmit subpulses
wyl, (VO(t) = e, (54)

wl

o.m (t) Will restore the range compressed echo
of the mth transmit subpulse without distortion,
in the meantime cancel echoes of the other trans-
mit subpulses, under the condition that accurate
steering vectors in V(O (t) are available. However,
in the presence of topographic height variations,
merely fulfilling the predetermined constraint Eq.
(54) will not ensure either sufficient interference
suppression or signal gain, due to the deviation of
the presupposed Direction Of Arrival (DOA) from
the real one. Data-dependent adaptive methods
can provide performance improvement, e.g., by
introducing signal covariance matrix estimation.
Positions of nulls of the formed receive pattern
can be selected adaptively to offer more reliable
suppression to echoes from other transmit sub-
pulses. However, the signal gain of the desired
transmit subpulse is still sensitive to DOA errors
and may not be protected well enough under a
considerable DOA mismatch.

A widely used robust DBF technique which
offers better protection for desired signal gain un-
der DOA mismatch is diagonal loading, which will
work well if interferences are much stronger than
the desired signal®. However, it is obvious from
Eq. (54) that 'interference' and 'signal' are inter-
changeable. Echoes from different transmit sub-
pulses are with similar power level, at this point
diagonal loading is not quite a suitable solution.
Other methods to enhance the DBF robustness
against the DOA mismatch include imposing ad-

% covariance mat-

ditional derivative constraint
rix tapering technique®” and so on. These meth-
ods can offer wider response at the look angle cor-
responding to the desired transmit subpulse, or
even widened nulls for interferences from other
transmit subpulses. However, one has to devote
much more additional system DOFs, it means

here that the onboard output channel number L
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should be much larger than the subpulse number
M. This condition obviously goes against the ori-
ginal intention to minimize onboard output chan-
nels.

In summary, the ground reconstruction based
on the signal model Eq. (53) has the characterist-
ics as follows: (1) the signal-plus-interference
number M is known in advance (returns from oth-
er PRIs or layover sources are omitted); (2) a
comparatively high and stable signal/interference
power level relative to noise is predictable, consid-
ering the demanding SAR application require-
ment; (3) only a limited system DOFs are offered,
due to the data downlink rate limit.

According to above characteristics, a two-step
strategy is considered here. First, a DOA-estima-
tion preprocessing step is introduced for the
known number of transmit subpulses based on the
range compressed array data, which can signifi-
cantly reduce the source DOA uncertainty, owing
to the high and stable signal/interference power
level relative to noise. Then, Eigen-Space based
method is employed to improve robustness: each
steering vector (column vectors of V(9)  after re-
newed with the estimated DOA, is projected to
the estimated signal-plus-interference subspace
obtained via the eigen-decomposition of the
sample covariance matrix, in order to further re-
duce steering vector errors caused by the residual
DOA errors.

Supposing that using a direction-finding al-
gorithm like Root-MUSICE%, look angels of M re-
turns are estimated and V(O (¢) is Caiculated accor-
ding to Eq. (53c), in the meantime Ry = Uy XgUX
is obtained by the eigenvalue decomposition of
Rg: which is the estimated covariance matrix of
Yo (1), Where ¥y is the diagonal matrix compri-
sing M principal eigenvalues of Rg, Uy is the sig-
nal-plus-interference subspace matrix comprising
M principal eigenvectors. Then the modified con-
straint matrix after the signal-plus-interference
subspace orthogonal projection is

~(0)

vV =Uy.UlvVO (55)

Then the optimum beamformer maintaining
distortionless response to the desired signal while
minimizing the output interference-plus-noise
power can be represented by
wl = =w!

g,m — “’g_opt,m ]

~(OH  ~O)] '~ OH
:ef‘nlv Rﬂlvl vV R

—ell, [VORU s UiV O] -
VORYySsTUY (56)

It is clearly that w, opt,m is within the signal-
plus-interference subspace spanned by Uy, which
is the same subspace spanned by V(©). If defining

the following orthogonal projection matrix
P, = v© [V(O)Hv(o)] _1v(0)H (57)

the orthogonal projected version of w on

g_opt,m
the signal-plus-interference subspace is given by
w?fnptﬂn = wgiopt,mP’U
. -1
=ell { [V(O)HUSISSElUSfllv(O)}
VOug, SSEIUS%V(O)}
. [V<0>HV<0>]’1V(0>H (58)

Under the condition that the estimation of
V() is enough accurate, ignoring the difference
between V(© and V(© in the brace of Eq. (58)
yields

1
W} g X0} = el [VOIVO ] VOR (50)
It is obvious that the derived w! is in

g_a,m
form the optimal quiescent weight vector of the

well-known LCMV (linear constraints minimum
variance) beamformer subject to the constraints
of Eq. (54). It is also the analytical least square
solution®? subject to Eq. (54).

4  Uniform Performance Analysis

Since a unified range-compressed signal model
and ground signal reconstruction DBF algorithm
can be established in Section 3.3, an uniform perfor-
mance analysis can be given. According to Eq.
(53), echo from the mth transmit subpulse is sep-
arated unambiguously by w, ,, and can be writ-

ten as
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signal
M-1
- (0 L0
+ wng(O) Z (qRT ® em,> 5,0 (1)
o M-=1
m'=—"5—m #m

residual interferences

Ky
k ~(k
Y Wl VO lgResl) (o
k=—Kun,k#0
ambiguities
+ wgmﬁ;ﬂt}(t) (60)
~—_———

receiver noise

where Ky denotes the maximum range ambiguity
number in consideration. The first term in Eq. (60)
represents the unambiguously reconstructed re-
turned signal from the mth transmit subpulse, the

corresponding signal power pgg . (t) is

2 2
P () = [[a”] |-l Ve, [3200) (o)

where 520%) (t) is the range compressed signal self-

correlation derived in Appendix D and its expres-
sion is given by Eq. (D-6).

The second and the third term in Eq. (60) repre-
sent respectively the ambiguous components in-
side or outside the PRI, corresponding to residual
interferences from other subpulses transmitted in
the same PRI due to nonideal suppression, or or-
dinary sidelobe range ambiguity weighted by
DBF network. According to the results in Ap-
pendix D, the total power of these ambiguous

components is given by

Ky
pamb,m(t) —wgm< Z V(k)rék)Rék)ng)Hv(k)H>
k=— K

CWy Dsig,m (t) (62a)

k ~(k ~(k)H
R.(§ )(t) =K {5£111270(t)3£11k)370(t)]

2
0, 0]} (62b)

2
I‘ék) = diag (qé’fﬁ) (62c)

The RASR corresponding to the mth trans-

mit subpulse (also the mth azimuth subbeam for

the multi-beam mode) is therefore evaluated by

RASR,, (t) = w, Tmin <t —mT < e

Deigm (t) delay delay
(63)
Under the approximation that each transmit
subpulse contributes the almost same signal
powerl®l the systemic RSAR for delay

TE {Té’ﬂ“ ij;f‘a"y] can be further evaluated by

elay?
M-—1
2
> RASRy(r +mT)
m=— M
RASR,y(7) = 2 i :
Ty <7 < ety (64)

The last term in Eq. (60) represents the ulti-
mate output noise from the cascaded DBF net-
works, which is the weighted sum of L noise com-
ponents 7°% ,(¢), 1 =0,1,--,L — 1. Under the ap-
proximation that the noise bandwidth is equal to the
signal bandwidth, taking account that h(¢) is
an ideal Passive Power Filter (PPF), it is easily
derived that the noise power of 7°% ,(t) is given
by

~out 2 _ _
E {’nbuﬁil(t)’ :| = UﬁoisewETwRT (65)

where o2

noise

element. The ultimate output noise power of the

is the noise power of each antenna

mth transmit subpulse is
~ 2
pnoise,m(t) =F [‘wgmniﬂg(t)’ :|
= UlzloisewETwRngIjm(t)wg,m (t) (66)

The local SNR scaling by the cascaded DBF
Networks in elevation corresponding to the mth

subpulse is therefore evaluated by
2(0
o (0)/ e

(SNRm> -
SNRout mth  Psigm (t) /pnoise,m (t)

2(0) “H -
_Om WRTWRT

o), |

wgm (t)wg,m (t)

2
wil,, (VO (b)e,,|
where ¢y, ,, and ¢y, represent respectively the
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SNR scaling caused by the onboard real-time
DBF and a posteriori DBF on the ground. Note
that here the approximation of 520 ~ o20) g
used (cf. (Eq. D-6) in Appendix). Under the
approximation that each transmit subpulse
contributes the same signal power®, the systemic

SNR scaling factor in elevation for delay
TE [Tg{;}gy, Téré?;(y} can be evaluated by

M—-1
2

Pig(T) = Z

_ M-l
m= 2

[$11m P (T +mT)] /M (68)

It is easily understood from its definition that
&7:(7) has an optimum minimum value 1/Lg,
which means that the DBF network has oriented
its maximum array gain toward the desired
signall®. Also, it should be noted that &J,(7) is a
scaling factor of the output SNR relative to the
input element-level SNR due to the DBF-net-
work, therefore the effect of the element-level an-
tenna gain changing in response to the element
size dg to the ultimate output SNR is not coun-
ted. Supposing that the total receive antenna
height H,, has been predetermined to meet the
requirement*® for a reliable separation of mul-
tiple subpulses, then with the known condition
H.. = dg X Lo, the output system SNR for a DBF
network different antenna element size, i.e., dg
and dy, is given by

SNRout,dg _ do Gdo,drop(ﬂ) dsgf,df)
®

SNRout,d(] N % Gdé,drop(ﬁ) Ef,do
_ Gdo,drop (ﬁ) / Gda,drop(ﬂ) (69)
Lodsgf,dg L()@gf,d(’]

where Gy dop(B) = sinc? [rdg sin(3)/A] represents
the relative gain drop of a receive antenna ele-
ment with the size dy, which approaches the flat 0
dB in the illuminated swath if dg is small. When
dj is small enough, in the most ideal case,
Gy drop(8) = 1 and L{)@{;ﬁdé =1, therefore, the ul-
timate SNR loss for a DBF network with the an-
tenna element Lo(with element size dy) relative to
the optimal SNR output can be given by

_ Gaoarop [B(7)]

e ) I ()

L.(7)

Note that the value L1 (7) = [Lo/Gdy drop(T)]

P14, (1) can be viewed as a normalized version of
the systemic SNR scaling factor @]:(7) to provide
a fair comparison between various DBF networks
with different structures. Also note that the op-
timum level of L,(7) is 0 dB.

5 Design Example and Simulation Results

In Ref. [8], it has been demonstrated by simu-
lations that under the DOA mismatch condition,
the underground a posteriori process employing
adaptive beamforming is promising to provide
much better performance compared with the real-
time deterministic DBFI”, however, a more than
double onboard channels and data downlink rate
are required as the cost.

This paper, as a continuation, will mainly il-
lustrate the achievable performance improvement
of the cascaded hybrid DBF networks by making
a direct comparison with the a posteriori DBF in
Ref. [8] under the same MWE SAR mode emplo-
ying multiple azimuth subbeams on transmit.
Therefore, we consider a design example of an X-
band spaceborne SAR with an azimuth resolu-
tion of 1.5 m and a swath width of 100 km, which
has the same essential parameters (summarized in
Tab. 1) as the exemplary system simulated in
Ref. [8]. A transmit signal with M=4 chirped sub-
pulses is assumed, each subpulse has a band-
width of 250 MHz and a duration of 40 ps, and is
mutually time shifted, the interval time between
adjacent subpulses is also 40 ps. The transmit sig-
nal scheme is same with that given in Ref. [8].
The antenna height is properly designed and
equal to 2.33 m, which meets the subpulse-separa-
tion requirement on the antenna height given by
the Eq. (28) in Ref. [8]. The timing diagram of
the exemplary system can be found in Fig. 2 of
Ref. [8].

The only difference is the onboard output
data channel number L, which is equal to the
number of the subapertures in elevation. In Ref. [8] L = Ly,
and its value is variable and tested from 5, 6, 10
up to 150. It is pointed out in Ref. [8] that since
no onboard realtime DBF network is employed,
the channel number L is restricted by four inher-
ent constraints, these constraints include the reli-

able signal separation constrain, the swath-bor-
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Tab. 1 Parameters used in the system simulation’®!
Parameter Value Parameter Value
Wave length 0.031 m Number of subpulses 4
Swath width 100 km PRF 1310 Hz
Off-nadir angle 18°~24° Azimuth subapertures 4
Azimuth resolution 1.5m Antenna length 10.8 m
Band width 250 MHz Antenna height 233 m
Ground range resolution at center 1.5m Processed Doppler bandwidth 4890 Hz
Onboard elevation channel number 6 Azimuth ambiguity to signal ratio -30 dB
Orbital altitude 800 km Subpulse duration/ interval 40 pus

der gain-drop constrain, pulse-interval efficient
utilization constrain, and the DOF constrain®. In
order to satisfy the multiple constrains, a channel
number L=10, which is 2.5 times of the transmit
subpulse number (i.e. M=4), is required, espe-
cially for avoiding significant signal gain loss at
swath borders. In this paper, however, owing to
the employment of the onboard real-time scan-
ning DBF network, the original swath-border
gain-drop restrict is relaxed. A channel number
L=6, which is only slightly larger than the trans-
mit subpulse number, is selected and demon-
strated in the following simulation.

In azimuth dimension, under the selected
PRF=1310 and the processed Doppler bandwidth
of 4890 Hz, with four azimuth subapertures, the
azimuth ASR after intra-subbeam azimuth spec-
trum reconstruction and inter-subbeam spectrum
combination is approximate —30 dB, according to
the azimuth-dimensional reconstruction al-
gorithms given in Refs. [3,6]. The following simu-
lations will be focused on the performance in elev-
ation dimension only.

In the following simulations, the true topo-
graphic heights of the imaged scene are deliber-
ately set with a deviation of Ah =250 m relative
to the given default earth model. Though it was
found in Ref. [23] that the main-beam gain and
SNR loss caused by such a height deviation is
neglectable for the SCORE deterministic beam-
forming in a DBF-SAR system, the RASR de-
gradation for the deterministic ANS DBF in a
MWE-SAR system is already unacceptablel®).

At the first stage of the simulation, for the
purpose of providing explicit and quick assessing
the achievable best performance for the presen-
ted hybrid DBF networks in comparison with the
a posteriori DBF in Ref. [8], a standard array is

assumed, and also assumed is that in both cases
the DOA mismatch can be accurately handled by
the ground DOA-estimation and robust beam-
forming in the ground. By setting dy = A/2, there
are Ly = 150 antenna elements in elevation constitu-
ting the full aperture with the height of 2.33 m.
For the ground part DBF network, since the
data-dependent adaptive beamformer given by
Eq. (56) will very close to its quiescent form if ac-
curate DOA information is available, we will di-
rectly employ the optimal quiescent LCMV
weighting vector given by Eq. (59) with true
DOA to avoid the uncertainty caused by data-de-
pendent algorithm. For the a posteriori DBF,
L = Ly = 6 is directly set, and the same quiescent
LCMV weighting vector is also used for the sake
of fairness. On the satellite, for the onboard DBF
network, weighting vectors are calculated with
the deterministic DOA information according to
the default earth model.

The cascaded hybrid DBF networks emplo-
ying onboard Type-A beamforming presented in
Section 3.2.1 are investigated first. The array pat-
terns of the distortionless-preferred ESLC beam-
former and the SNR-preferred DPSS beamformer
are shown in Fig. 5 for t = 7.. The two weighting
vectors are power normalized to the power level
of wpg - to keep the same output noise power
level. Over the extent of each transmit subpulse,
there is a corresponding variant array gain
weighting function. Therefore, as shown in Fig. 5,
each subpulse extend is mapped into a given seg-
ment on the abscissa axis, which is indicated by a
vertical bar. The amplitude variation in the ex-
tent of each subpulse will cause the intra-sub-
pulse distortion and can be represented by the
function (t) according to Eq. (26). In Fig. 6,

the different distortion functions /11(2) (t) for mul-
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Fig. 5 The array patterns of onboard Type-A beamforming at
instantaneous time t = 7.
tiple subpulses are simulated and shown for the
distortionless-preferred ESLC and the SNR-pre-
ferred DPSS beamformer, with gray line and red
line respectively.

It is shown in Fig. 5 that indeed the distor-
tionless-preferred ESLC beamformer can output a
nearly constant gain for each subpulse. From the
enlarged view in Fig. 6(b), the distortion func-
tions ;,L,(fi)(t) for the four subpulses are flat enough
with only a +1.2 dB of gain variation. However,
it is obvious that the distortionless response is
achieved at the price of considerable array gain
loss. The SNR-preferred DPSS beamformer, on
the contrary, can get higher signal gains with
mild inter- and intra-subpulse distortion. With
the given system parameters in the present ex-
ample, by maximizing the antenna directivity on
the entire instantaneous scattering angular region,
the DPSS beamforming gets an array pattern
which has a main-beam shape similar to that of
the normal beamformer, but with a lower side-lob
level implying a more powerful ambiguity-sup-
pression ability. The 3 dB-mainbeam width is
slightly wider than the angular region covering
the entire instantaneous scattering field contain-
ing 4 subpulses. From Fig. 6(a), it is shown the

distortion functions ugg)(t) for the four subpulses
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Intra-subpulse time (x107s)
(a) Global drawing

05 1.0 1.5 20

Fig. 6 Amplitude of the distortion functions p

are within an acceptable +1.2 dB of gain varia-
tion. The form of ,ugg)(t) is known and can be
compensated in the processing.

In Fig. 7, performance comparison on RASR
between the hybrid Type-A DBF networks and
the a posteriori DBF® is provided, with the same
onboard data channel number (L = 6) and same
antenna height. It is found that with the DPSS
hybrid DBF networks, either the swath average
value (-49.3 dB) or the worst case value (-38.1
dB) of RASR is much better than that of the
ground DBF (-47.1 dB for average and —30.4 dB
the worst), due to its time-variant weighting ful-
filling optimization of the overall signal power
over the whole swath. With the ESLC hybrid
DBF networks, considering its signal gain loss for
the sake of keeping distortionless response, the
RASR values in average (-35.4 dB), though quite
acceptable, are not as good as the ground DBF,
however, at swath borders, the worst case value
(—34.9 dB) is still much better. Normally the
worst case maximum RASR is a key indicator for
performance evaluation.

The corresponding SNR performance compa-
rison, i.e. the normalized total SNR loss L,(7) fur-
ther counting the effect of the element-level an-
tenna gain variation, is given in Fig. 8. It is
shown that the performance of the cascaded hy-
brid DBF structures on the total SNR loss L,(7)
relative to the achievable optimum SNR is much
better and evenly distributed in the whole swath
than that of the ground DBF, especially at the
swath borders, there is 6.6 dB SNR improvement
for DPSS hybrid networks and about 3.6 dB im-
provement for that of ESLC. From this point, the
SNR-preferred DPSS is recommendable. At the
swath center, the value of L,(7) is slightly better

002
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g
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m’ (t) in the extent of each of 4 subpulses
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for the ground DBF, it is reasonable, since for a
staring illumination of each subaperture oriented
to the swath center, a target at the swath center
will get a invariable peak receive gain for each
transmit subpulse in each subaperture.

From the Fig. 3 in Ref. [8], it is found that
with as many as 10 channels using the ground
DBF, the swath-average RASR value is about
-51 dB and the worst-case value is about —40 dB,
at the meantime, the SNR drop is about 2.5 dB
at swath border in Fig. 4 of Ref. [8]. Compared
with the results in Fig. 7 and Fig. 8, it is easily
found that by employing the onboard time-vari-
ant beamforming, with 6 onboard output chan-
nels, the cascaded hybrid DBF networks can
achieve satisfactory performance on range ambi-
guity suppression which approximates that of the
ground DBF with as many as 10 channels, and
even have more excellent performance on SNR
preserving at swath borders.

Next, the Type-B hybrid DBF networks in
Section 3.2.3 further exploring subpulse time-fre-
quency structure information are investigated in a
similar way. The array spatial patterns of the on-
board LCMV-MDR beamformer and MSNR
beamformer at time ¢t = 7. on carrier frequency
are shown in Fig. 9. It should be noted that due
to the linear frequency-dependent phase shifts in-

\ —- Mere GRD-BF MRASR=-30.4 dB
W\ -= SCAN-DPSS MRASR=-38.1 dB
\\ o SCAN-ESLC MRASR=-34.9 dB

\
5\
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Delay (ms)

Fig. 7 Performance comparison on RASR between the cascaded
hybrid Type-A DBF networks and ground DBF in Ref. [§]

0 /ﬂi‘\\
o pa <
g3t N
Z 4 4 N
Sl —-Mere GRD-BF \
=6 | - SCAN-DPSS %,
-7 ~- SCAN-ESLC
565 570 575 580 585 5.90
Delay (ms)

Fig. 8 Performance comparison on SNR between the cascaded
hybrid Type-A DBF networks and ground DBF in Ref. [§]

troduced to signal paths within each subaperture prior
to the followed weighted summation, echoes of
the multiple transmit subpulses are given theore-
tically individual frequency-invariant gains, not-
withstanding the uncompressed pulse extension
and the time-variant array weighting. Therefore
as shown in Fig. 9, each subpulse can be mapped
into a given point on the abscissa axis, which is
indicated by a vertical dashed line, not a vertical
bar in Fig. 5 as a contrast. However, though in
theory each subpulse can get a constant gain
without PEL, it is not true that all subpulses can
get the maximum peak gain of the array pattern
just like the single-chirped-pulse case employing
SCORE technique!*”, due to the more complex
inter-pulse chirped-subpulse structure.

In Fig. 10 and Fig. 11, performance comparis-
ons on RASR and SNR between the hybrid Type-
B DBF networks and the a posteriori DBF! are
given, respectively. It is interesting to find much
likeness between the results of Type-B DBF (Fig. 10,
Fig. 11) and Type-A DBF (Fig. 7, Fig. 8). So it is
essential to give an across comparison between
the onboard signal-structure-dependent beam-
formers (Type-B) and the non-signal-dependent
ones (Type-A). For both types, according to the

Rx Sub-array gain (dB)
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Off-boresight angle (°)
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Fig. 9 The array patterns of onboard Type-B beamforming at

instantaneous time t = 7.
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Fig. 10 Performance comparison on RASR between the cas-
caded hybrid Type-B DBF networks and ground DBF in Ref. [§]
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given optimization objectives, there are two cat-
egories of beamformers: SNR-preserving-preferred
category (DPSS in Type-A, MSNR in Type-B)
and distortionless-response-preferred category
(ESLC in Type-A, LCMV-MDR in Type-B). Compari-
son results of these two categories are given in Fig. 12.
From Fig 12(a), it is found that with regard to
the performance on RASR, there is no significant
difference found if the transmit signal-structure
information is used or not, either for SNR-pre-
serving-preferred or distortionless-response-pre-
ferred category. With regard to the performance
on SNR, however, there is a quite small advan-
tage if the transmit signal-structure information is
used, either for SNR-preserving-preferred or dis-
tortionless-response-preferred category. There are
two aspects to explain why there is no remark-
able advantage when prior information of the
chirped subpulse time-frequency structure is uti-
lized. The first aspect is that four-subpulses struc-
ture is complex enough, which prohibits all sub-
pulses sharing the maximum peak gain of the ar-
ray pattern like the SCORE casel?”; The second
aspect is that the total and subaperture height is
properly designed according to the multiple inher-

ent constraints given in Ref. [8].
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Fig. 11 Performance comparison on SNR between the cascaded
hybrid Type-B DBF networks and ground DBF in Ref. [8]
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At the second simulation stage, more practi-
cal considerations are included. First, the practic-
al case when the antenna element spacing is lar-
ger than half of the wavelength is considered. The
number of antenna element in elevation is re-
duced to 30, accordingly the antenna element spa-
cing is increased to dp = 2.5A. With the new ele-
ment spacing, the performance on RASR and
SNR for the Type-A DPSS and Type-B MSNR
beamformers are shown in Fig. 13, both of which
are SNR preferred. It’s found that the RASR va-
lues near the swath center deteriorate in some de-
gree with the much larger element size, however,
the deterioration of the average RASR in the
whole swath or the worst RASR in the swath bor-
der is not significant. With regard to the perform-
ance on SNR, since the total SNR loss L,(7) has
accounted for the array element pattern, with a
larger element size, there are inevitable deteriora-
tion at swath borders. In the given situation, the
maximum deterioration is about 0.2 dB, which is
acceptable under many circumstances.

Next, besides the more practical elements
size, the DOA mismatch condition in the pre-
sence of non-negligible topographic height error is
further investigated. This time, a performance
comparison between the cascaded hybrid DBF
networks and the onboard real-time null-steering
DBF!" is given under the above condition. The
echoes received by Ly = 30 elevation antenna ele-
ments, with additive thermal noise (Array SNR=
5 dB, cf. Refs. [23,26]) are simulated in accord-
ance with the signal model given by Eq. (10),
with the homogeneous white reflectivity assump-
tion. On the satellite, for the hybrid DBF net-
works the SNR-preferred Type-A scanning beam-

-0.5
g0l
-1.5 Type-B, SNR-Pref
=) —2'0 — Type-A, DR-Pref
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Fig. 12 Across comparison of performance on RASR and SNR between the onboard transmit signal-structure-dependent beamformers

(Type-B) and the non-signal-dependent ones (Type-A)
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former, i.e. wppss(t) is employed as representat-
ive, with the deterministic DOA information cal-
culated according to the default earth model
(with a deviation of Ah=250m); For the on-
board real-time null-steering DBF!", the same de-
terministic mismatched DOA information is used.
On the ground, for the hybrid DBF networks, the
data-dependent adaptive beamformer presented in
Section 3.3.2 is employed. In order to provide the
reference theoretic optimum performance, a cas-
caded DBF networks employing ground quiescent
beamforming using true topographic height in-
formation are also investigated.

The final performance of the data-dependent
cascaded DBF networks at 32 evenly distributed
positions across the swath are simulated and eva-
luated, the corresponding results are shown in Fig. 14
with diamond markers, in comparison with its
theoretic performance curves, also with the per-
formance curves calculated for the onboard ANS
DBF!". It is found that under the DOA mis-
match condition in the presence of topographic
height error, the performance of onboard ANS
DBF employing deterministic real-time beam-
former degrade, especially in the aspect of range

—— Tp-A: DPSS (4=2.5\) ARASR=-48.6 dB

40 |\ —- Tp-A: DPSS (d=0.5)) ARASR=-49.3 dB
Eg \ — Tp-B: MSNR (d,=2.5)\) ARASR=-48.3 dB
— 45 ! Tp-B: MSNR (d;=0.5\) ARASR=-49.1 dB
% 3\
< -50
o=

-55

5.65 570 575 580 585 5.90
Delay (ms)
(a) RASR comparison

ambiguity suppression, an average RASR degra-
dation as large as 23 dB is found. Nevertheless,
by employing the hybrid DBF adding data-de-
pendent a posteriori beamforming on the ground,
although there are positions where observable de-
gradations on RASR and SNR loss occur in con-
trast to the theoretic optimum performance un-
der accurate DOA information, the full-swath per-
formance as a whole does not deviate much.

6 Conclusions & Discussion

An important issue in a MWE-SAR system is
the fulfillment of DBF on receive in elevation for
a reliable separation of the mutually temporal
overlapped echoes from multiple different trans-
mit subpulses. In this paper, the performance of a
separation approach employing hybrid DBF in
elevation by combining the onboard real-time
beamsteering and a posteriori DBF on the ground
is elaborately investigated. From theoretical ana-
lysis and simulation, it is found that in compari-
son with the onboard real-time deterministic
DBF®7 the employment of the hybrid DBF net-
works can avoid the “topographic height vari-

ation” problem under model mismatch conditions

-0.7

-0.8 SR
0.9 ’7\
M -1.0 =
=11 ~—Tp-A: DPSS (dy=2.5)\)
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Fig. 13 Performance on RASR and SNR for Type-A and Type-B SNR-preferred beamformers with an increased element spacing
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Fig. 14 Performance on RASR and SNR of the cascaded DBF networks under the DOA mismatch condition in the presence

of topographic height error, in comparison with the onboard real-time null-steering DBF in Ref. [7]
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in the presence of topographic height variations,

Appendix A

at the price of a small increase of the output data After range compression on the ground, as de-

rived in Ref. [8], po (¢) in Eq. (7) is replaced by the
compressed version: peomp (§) = v/ Prasinc (nK,T¢€)
(Prp=|K,|T? is the time-bandwidth product of

the chirped subpulse), the pulse extent is com-

volume (in the present example, corresponding to
the increase of the output channel number from 4
to 6). In comparison with the a posteriori DBF on
the ground®, employing the hybrid DBF net-

works can get similar (or even better) satisfac- ) )

. ) pressed to only one range resolution bin 1/(K,T},),

tory performance while remarkably reducing the . . . )
. so the approximation d,_w (§) ~ 0 is valid and

output data volume (in the present example, cor- ) ) Tm )

. the following equation can be derived

responding to the decrease of the output channel

k .
number from 10 to 6). It then can be concluded Sgozap,m,ln(t):exl) [J2(ZN+”)“chTr(f) (t)} X 88 (1)
that the hybrid DBF approach can provide addi- = exp [j2nﬂfCAT,,(f)(t)} % SE(’TI)np,m,lO(t)

tional dimension of the trade-space to optimize
the performance on SNR & RASR, as well as re-
duce onboard data volume.

(A-1)
(k)

comp,m,ln

compressed version of sgf)ln(t) and s' (t), respe-

where s (t) and sg(]fr)np,m(t) are the range
It is also found that by making use of the

transmit signal-structure information (Type-B ctively. Then, the full form of the received signal

networks), there indeed exists extra advantage vector Xeomp,sub_i(t) comprising N-element echoes

with regard to the performance on SNR pre- @10(t), 201 (t), -, Tyv-1) (t) within the subaperture

. . . [8]
serving, although this advantage may be rather can be written in matrix form as

o0

> AW (1)s

k=—oc0

(8

comp,—

(k)

limited in practical situations. It should be noted
comp,sub_ 1

Xcomp,subJ (t) (t) (A_Q)

that due to the time-variant onboard beamfor-
ming, in either case of the Type-A or Type-B on-
board DBF Networks, the signal distortion in

range dimension exists. Although the distortion

“ee S(k) “ee
» “comp,m,l0?

) )

(k) —
where scomp,subil(t) - —1 10
2 )
(k)
§ M—1
comp, ~5 ,10

ceived by the reference element in each subaper-

] , which is comprised of echoes re-
can be sufficiently avoidable by introducing addi-

tional constrains, a price of considerable signal ture from the multiple transmit waveforms, []*

gain loss has to be paid, for either the Type-A or denotes matrix transpose. A® is the N x M

Type-B Networks. Theoretically, the intra-sub- steering matrix consisting of M subpulse-centred

pulse distortion caused by the real-time PEL ef-
fect for Type-B DBF Networks is mitigated by in-

steering vectors
(k)

k k
e jeak AB@) = | a®hy @) - a0 el (1)
troducing time delay and forming desired fre- 732 2
quency dispersion. However, extra embedded real- (A-3)
time FIR filtering for each input data channel is aP(t)y =1 c2nfedr{P (1) G2 f (N1 AT (1) T
essential, which will increase the onboard digital (A-4)
resources requirement. A®)(t) can be further expressed as
A (1) = A AD) (7) £ A A®) (A-5)
1 0
A(t) — ejZ‘Kf(,[AT}WE)(t)fATnt?)(T(,)]
0 2N =) fe[ATSE (8) = AT (70)]
1 0
~ [ (=) (A-6)
0 25(N=1) fi(t—7.)
where lowing the squiggly equals sign in Eq. (A-6), we
d Osi the li lationship bet the off-
f=do sma[B(T)] « I (A7) use . e linear relationship between the o
¢ T =, boresight angle and echo delay at the swath cen-

It should be noted that in the expression fol- ter® 22 implied in Eq. (A-7). It is pointed out in
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Ref. [5] that this approximation is effective for
azimuth MWE SAR investigated in this paper,
which is normally with a single swath. However,
for elevation MWE SAR with multiple sub swaths
discussed in ref.[5], this approximation may be in-
valid. In order to solve the multiple subswath
problem, in Ref. [5] a spectrum-segment-based
DSBF (digital scalloped beamforming) and adapt-
ive multiple null-steering method is proposed. In
this paper, for azimuth MWE SAR, we introduce
two types of onboard digital beamformers (Type-
A and Type-B) in the Section 3.2, and it will be
found that Type-B beamformer will use the ap-
proximation in Eq. (A-7).

Appendix B

The generalized subaperture directivity
defined on an angular extent rather than an angu-

lar point can be written as

o
IB@)[Pdy i
Dy = /* Yo _ Wiy g, QuoWrr g,
Yo — Iy -

Wiy, Qr Wy y,

R

It is found that maximizing the generalized

(B-1)

subaperture directivity is equivalent to maximi-
zing the proportion of the power pattern in the
region [—g, o] and the whole unambiguous re-
gion [—m, 7. Eq. (B-1) has a form of the general-
ized Rayleigh quotient According to Rayleigh-
Ritz theorem®, the optimum wgy that maxim-
izes Eq. (B-1) is the eigenvector of the matrix Qy,
corresponding to the maximum eigenvalue:
W = WDPSS

wDPSS,L—l]TIs(_'(/)c)
(B-2)

= [Wppss,0, WDPSS, 1,

-tosinf(h —B)Yo]

N
which fulfills » = Wppss.y, =

ll_o ll _12
0o oo

k" )*
E[s®¥ ()% (

— 00 —O0

=6(k" —k)p(m' —m,0) Ey /OO

— 00

where

jarm (t = KT |ar,a, (¢ — KT3)|

) (4 _
h(t) = (t — kT.)? sin [0(t — kT3]

(D-2)

//E <’€>t7n kT})

-, N-1, and classified as the
first-order Discrete Prolate Spheroidal Serial
(DPSS)2,

“AwDPSS,lza 1o=0, 1,

Appendix C

Like what done in Appendix B, we can de-
rive a weighting vector to relax the distortionless
demand but prefer SNR performance. The opti-
mization criteria is to maximize SNR under multi-
component condition. According to the signal
model Eq. (34), the SNR is given by

S _ wip ()RR () wyy(t) i
(N)sub a noisewRT(t)wRT(t) (C 1)
R (t) = AV RI(H A (1) (C-2)

where R{™(t) is the correlation matrix of the de-
sired signal vector sgug ,(t), which has a form of
diagonal matrix as derived in detail in Appendix
D. According to Rayleigh-Ritz theorem®!, the op-
timum wl(t) that maximizes Eq. (C-1) can be

represented by

wiip(t) =whigng (1) = i AT ~ whigyp AT (1)(C-3)

H

max 1S the eigenvector of the matrix

where ¢
R (AOHAO) corresponding to the maximum

eigenvalue, and Wiqwg = Whgng (Te)-
Appendix D

In this appendix, the cross-correlation of
echoes from different subpulses/waveforms and
PRIs is derived, for convenience, the reference-
channel echo form is used. In order to give a ge-
neral derivation, a general multi-transmit wave-
form scheme (cf. Eq. (3a)), rather than the specif-
ic time-shifted chirped subpulses, is used at the
beginning. According to Eq. (4) and the defini-
tion of g% () in Ref. [8], the cross-correlation of
55,’?( t) and s( )( t) received by the reference ele-

ment can be expressed by

gﬁ’j/) (t—10 — k/ﬂ‘)]pm, (11) Py (T2) dTidTo

Wt = T)pp (7) (1) dT (D-1)

is a slow-variant weighting function!'!'which is de-
pendent on the transmit and receive antenna pat-
tern arp,(7) and agq4,(7), round-trip delay 7=
t — kT;, and the incidence angel (7). Ey is a
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constant, and p(m’ —m,k’ — k) € [0, 1], describes
the decorrelation caused by the variation of the il-
luminated patch with different transmit wave-
forms and PRIs. For the multi-beam mode con-
cerned in this paper, p(m’' —m, k' — k) =0 if
m # m/, since each subbeam covers its individual
portion of the full illuminated azimuth footprint.

When m # m/, it is known from Ref. [11] that
if the transmitted waveforms p,, (7) and p, (7)
fulfill the short-term shift orthogonality condition,
the integral value in the last row of Eq. (D-1) is
equal to zero (cf. Eq. (4) and Eq. (7) in Ref. [8]).
In particular, for the multi-beam mode employ-
ing the time-shifted subpulse scheme, both
p(m’ —m,0) and the integral value is zero, so it
can be concluded that E[sg,]f)(t)sfff,l)*(t)] =0 if
m #m'. When m = m/, E[s%’i)(t)sgf,/)*(t)] can then
be given by

E[s®) ()5 (1)] =5(K' — k) Ey / G
b ()T £ 50K — K)o2P (1)
(D-3)

If the linear time-shifted subpulse is used,

o%k)(t) can be further evaluated by

7,
2

2B () = EO/ o WPt — & —mT)d¢
P
T2

~ EoT,h ) (t — mT) (D-4)

Note that the variation of A(*¥)(¢) within a
subpulse is ignored since it is a slow-variant
weighting function.

In a very similar manner, the cross-correla-
tion of echoes from different waveforms and dif-
ferent PRI after range focusing can also be given.
If employing the time-shifted subpulse waveform
scheme, the cross-correlation of range compressed

5 (t) and 555,/)@) can be expressed by

E[5®) (6)5%)" (1)) =

where &%k)

S(K' —k)o(m' —m)a>F(t) (D-5)

(t) can be approximately evaluated if
the range match filter is an ideal passive power
filter

T,
T,
T 2Prp

~ EgT,h®) (t — mT) = o2M (t)

52K (t) = EoPrp h9) (t —mT — €)d¢

(D-6)

[10]
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